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Today’s	Objec2ves	
• Domain	Name	System	
• LDAP	
• Cluster	on	Demand	
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Review	
• How	does	DNS	work?	

Ø How	do	we	assign	names?	
Ø What	are	the	two	ways	that	DNS	can	resolve	names?	
Ø How	does	DNS	improve	efficiency,	to	get	the	IP	
address	faster?	
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Review:	DNS	Components	
	• A	globally	distributed,	scalable,	reliable	database	
• Name	Space:			

Ø Specifica2ons	for	a	structured	name	space	and	data	
associated	with	the	names	

• Resolvers:	
Ø Client	programs	that	extract	informa2on	from	Name	
Servers.	

• Name	Servers:	
Ø Server	programs	which	hold	informa2on	about	the	
structure	and	the	names.	
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Review:	Name	Space	
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""
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root 

What are subdomains of wlu.edu?

Top-level domains
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Resolvers	
• Resolver	maps	a	name	to	an	address	and	vice	
versa.	

5	

Query 

Response 
 

Resolver Name Server 
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Name	Server:	Architecture	
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Name	Server:	Authorita2ve	Data	
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Name	Server:	Cached	Data	
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Dynamic	DNS		
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$ whois ancientgraffiti.org
[Querying whois.pir.org]
[whois.pir.org]
Domain Name: ANCIENTGRAFFITI.ORG
Registry Domain ID: D402200000000222473-LROR
Registrar WHOIS Server:
Registrar URL: http://www.PublicDomainRegistry.com
Updated Date: 2017-10-08T00:09:10Z
Creation Date: 2016-10-06T19:49:56Z
Registry Expiry Date: 2018-10-06T19:49:56Z
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DIRECTORY	SERVICES	
A^ribute-based	
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Directory	Service	
• Mo2va2on:	

Ø DNS	–	look	up	given	the	name	or	IP	address	
Ø How	do	I	find	all	the	mail	servers	for	Google?	

• A	service	that	stores	collec2ons	of	bindings	
between	names	and	a&ributes	

• Looks	up	entries	that	match	a&ribute-based	
specifica2ons	

• Popular	examples	
Ø X.500	
Ø LDAP	(Lightweight	Directory	Access	Protocol)	
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X.500	
•  Applica2on-level	service	in	OSI	set	of	standards	
•  Almost	like	DNS	for	“people”	
•  Data	stored	in	X.500	servers	is	organized	into	a	tree	
structure	

•  Name	tree	is	called	the	Directory	Informa2on	Tree	(DIT)	
•  En2re	directory	structure	is	called	Directory	Informa2on	
Base	(DIB)	

•  Servers	are	called	Directory	Service	Agents	(DSA)	
•  Clients	are	Directory	User	Agents	(DUA)	
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X.500	
•  DIB	entry	consists	of	a	set	of	a^ributes	
•  Each	a^ribute	has	a	type	and	>=	1	values	
•  Name	of	DIB	entry	is	determined	by	selec2ng	
dis2nguished	a^ributes	called	Dis2nguished	Names	
(DN)	

•  Accessing	the	directory:	
Ø  Read	-	specify	name	(similar	to	domain	name)	and	desired	

a^ributes,	DSA	navigates	DIT	and	returns	requested	
informa2on	

Ø  Search	-	specify	base	name	and	filter	expression,	DSA	returns	
DNs	for	all	entries	below	base	name	for	which	filters	evaluate	
to	true	
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X.500	
• Upda2ng	the	DIB	

Ø DSA	interface	supports	adding,	dele2ng,	modifying	
entries		

Ø Expected	that	DIB	is	par22oned	and	replicated,	but	
X.500	standard	does	not	address	implementa2on	
issues	directly	

•  Issues	with	X.500	
Ø Very	heavy-weight!		Complex	and	difficult	to	
implement	

Ø Uses	upper	layers	of	network	stack	
Ø Check	out	Wikipedia…	
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LDAP	to	the	Rescue	
• X.500	is	too	complex	for	many	applica2ons	
• Lightweight	Directory	Access	Protocol	(LDAP)	is	
based	on	X.500,	but	is	simplified	

• Runs	over	TCP/IP	
• LDAP	is	widely	used	in	Internet	applica2ons	

Ø Unlike	X.500	
• LDAP	directory	service	consists	of	a	number	of	
records	made	up	of	(a^ribute,	value)	pairs	
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LDAP	
• Sample	LDAP	namespace:	

A3ribute	 Abbr.	 Value	
Country	 C	 US	
Locality	 L	 Virginia	
Organiza2on	 O	 WLU	
Oraniza2onalUnit	 OU	 BusinessUnits	
CommonName	 CN	 Main	server	
Mail_Servers	 --	 137.113.81.152	
WWW_Server	 --	 137.113.100.181	

Oct	11,	2017	 Sprenkle	-	CSCI325	 19	
(mail server and www server are no longer hosted by W&L)

LDAP	
•  Directory	entries	are	again	called	directory	informa2on	
base	(DIB)	

•  Records	are	uniquely	named	so	that	they	can	be	looked	
up	

•  Unique	name	is	derived	from	sequence	of	naming	
a^ributes	
Ø  /ou=BusinessUnits,dc=ad,dc=wlu,dc=edu	

• Use	of	globally	unique	names	obtained	by	lis2ng	
naming	a^ributes	in	sequence	leads	to	a	
hierarchy	(as	in	DNS)	called	directory	informa2on	
tree	(DIT)	
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LDAP	
•  DIT	is	par22oned	and	distributed	across	several	servers	
(DSAs)	

•  Each	DSA	behaves	like	name	server	in	DNS	
•  Key	difference	between	LDAP	and	DNS	are	the	facili2es	
for	searching	through	a	DIB	

•  For	example,	perhaps	we	want	to	know	all	main	servers	
at	W&L	
Ø  answer	=	search(“&(C=US)(O=W&L)(OU	=	*)(CN=Main	server)”)	

•  These	lookups	are	not	possible	in	DNS	
•  Searches	like	this	can	be	expensive	to	complete	

Oct	11,	2017	 Sprenkle	-	CSCI325	 21	

Problem	
• DNS	is	a	rela2vely	simple	hierarchical	name	
service	that	does	not	provide	“yellow	pages”	
style	searching	mechanisms	

• X.500	and	LDAP	are	hierarchical	directory	
services	that	provide	advanced	searching	though	
it	can	be	expensive	
Ø Have	to	visit	many	leaves	in	the	tree	

• How	can	we	avoid	expensive	searching?	

Oct	11,	2017	 Sprenkle	-	CSCI325	 22	
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Decentralized	Solu2ons	
• The	advent	of	P2P	systems	have	allowed	
researchers	to	explore	decentralized	a^ribute-
based	naming	systems	

• Goal:	provide	efficient	searching	by	avoiding	an	
exhaus2ve	(expensive)	search	

• Use	distributed	hash	tables	to	avoid	expensive	
searches	and	provide	efficient	lookups		

Oct	11,	2017	 Sprenkle	-	CSCI325	 23	

Distributed	Hash	Tables	(DHT)	
• Hash	tables	map	keys	(a^ributes)	to	values	to	
provide	simple	and	efficient	lookups	without	
searching	

• DHTs	are	essen2ally	hash	tables	that	are	
par22oned	and	spread	across	several	nodes	in	a	
P2P	system	

• DHTs	are	built	on	P2P	systems	and	tend	to	be	
scalable	and	fault	tolerant	

Oct	11,	2017	 Sprenkle	-	CSCI325	 24	

Teaser toward Chord paper
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CLUSTER	ON	DEMAND	
Some	slides	from	David	Irwin’s	presenta2on	

Oct	11,	2017	 Sprenkle	-	CSCI325	 25	

COD	
• First	“current”	Technical	Research	Paper	

Ø What	did	you	think?	
Ø Who	is	the	audience	for	the	paper?	

• What	was	the	state	of	the	art	in	terms	of	prac2ce	
at	that	2me?	

• What	is	the	scope	of	the	problem	they’re	trying	
to	solve?	

• Your	takeaways?	
• Your	ques2ons?	

Oct	11,	2017	 Sprenkle	-	CSCI325	 26	
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COD	
• What	was	the	problem?	
• What	is	the	authors’	solu2on?	

Ø How	is	COD	an	“opera2ng	system”	

• How	did	they	evaluate	their	approach?	
• What	conclusions	did	they	draw?	
• What	are	the	limita2ons	of	the	approach	(either	
iden2fied	by	them	or	you)?	

• Your	takeaways?	

Oct	11,	2017	 Sprenkle	-	CSCI325	 27	

Mechanism	vs	Policy	
• Design	principle:	separate	mechanism	from	
policy	
Ø Want	mechanisms	that	are	policy-independent	

• What	are	they?		How	are	they	related?	
• Examples		

Oct	11,	2017	 Sprenkle	-	CSCI325	 28	
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Mechanism	vs	Policy	

Mechanism	
•  How	something	can	be	

achieved	–	the	opera2ons/
process	

•  Example:	the	OS	needs	to	
switch	processes	on/off	the	
processor	

Policy	
•  Which	opera2ons	we	need	

to	do	to	accomplish	a	goal	

•  Example:	When	should	the	
OS	switch	between	
processes?	

Oct	11,	2017	 Sprenkle	-	CSCI325	 29	

Grid	vs	Cloud	Compu2ng	
• Distributed	Compu2ng	Architectures	
• Blurry	lines	between	them	
• Grid	–	allows	for	mul2ple	owners	of	resources	
that	are	part	of	the	grid	

• Cloud	–	tends	to	be	single	owner	of	resources	
• To	user,	won’t	ma^er	who	the	owns	the	
resources	

Oct	11,	2017	 Sprenkle	-	CSCI325	 30	
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COD	
• “dona2ng”	resources	

Ø Put	your	unused	resources	in	the	grid	
Ø you	can	always	get	them	back	when	you	need	them	

Oct	11,	2017	 Sprenkle	-	CSCI325	 31	

Dynamic	Virtual	Clusters	

Grid	Services	

Grid	Services	

Grid	Services	

Oct	11,	2017	 Sprenkle	-	CSCI325	 32	



10/11/17	

17	

Mo2va2on:	Next	Genera2on	Grid		
• Flexibility	

Ø Dynamic	instan2a2on	of	sovware	environments	and	
services 		

• Predictability	
Ø Resource	reserva2ons	for	predictable	applica2on	
service	quality	

• Performance	
Ø Dynamic	adapta2on	to	changing	load	and	system	
condi2ons 		

• Manageability	
Ø Data	center	automa2on	

Oct	11,	2017	 Sprenkle	-	CSCI325	 33	

Cluster-On-Demand	(COD)	
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COD	

Virtual	
Cluster	#1	

DHCP	

DNS	

NIS	
NFS	

COD	database	
(templates,	status)	

Virtual	
Cluster	#2	

Differences:	
• 	OS	(Windows,	Linux)	
• 	A3ached	File	Systems	
• 	ApplicaSons	
• 	User	accounts	

Goals	for	this	talk	 		
• 	Explore	virtual	cluster	provisioning		
• 	Middleware	integraSon	(feasibility,	impact)	
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Cluster-On-Demand	and	the	Grid	
• Safe	to	donate	resources	to	the	grid	

Ø Resource	peering	between	companies	or	universi2es	
Ø  Isola2on	between	local	users	and	grid	users	
Ø Balance	local	vs.	global	use	

• Controlled	provisioning	for	grid	services	
Ø Service	workloads	tend	to	vary	with	2me	
Ø Policies	reflect	priority	or	peering	arrangements	
Ø Resource	reserva2ons	

• Mul2plex	many	Grid	PoPs	
Ø Avaki	and	Globus	on	the	same	physical	cluster 		
Ø Mul2ple	peering	arrangements	

Oct	11,	2017	 Sprenkle	-	CSCI325	 35	

System	Architecture	
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Virtual	Cluster	Manager	(VCM)	
• Communicates	with	COD	Manager	

Ø Supports	graceful	resizing	of	vclusters	
• Simple	extensions	for	well-structured	grid	services	

Ø Support	already	present		
•  Sovware	handles	membership	changes		
• Node	failures	and	incremental	growth	

Ø Applica2on	services	can	handle	this	gracefully	

Oct	11,	2017	 Sprenkle	-	CSCI325	 37	

Vcluster	COD	
Manager	 VCM	 Service	

add_nodes	
remove_nodes	
resize		

Sun	GridEngine	
• Ran	GridEngine	middleware	within	vclusters	
• Wrote	wrappers	around	GridEngine	scheduler	
• Did	not	alter	GridEngine	
• Most	grid	middleware	can	support	modules	

Oct	11,	2017	 Sprenkle	-	CSCI325	 38	

Vcluster	COD	
Manager	 VCM	 Service	

add_nodes	
remove_nodes	
resize		

qconf	
qstat	
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Pluggable	Policies	
•  Local	Policy		

Ø  Request	a	node	for	every	x	jobs	in	the	queue	
Ø  Relinquish	a	node	aver	being	idle	for	y	minutes	

•  Global	Policies	
Ø Simple	Policy	

• Each	vcluster	has	a	priority	
• Higher	priority	vclusters	can	take	nodes	from	lower	
priority	vclusters	

Ø Minimum	Reserva2on	Policy		
• Each	vcluster	guaranteed	percentage	of	nodes	upon	
request	

• Prevents	starva2on	
Oct	11,	2017	 Sprenkle	-	CSCI325	 39	

Experimental	Setup	

• Live	Testbed	
Ø  Devil	Cluster	(IBM,	NSF)	

•  71	node	COD	prototype	
Ø  Trace	driven---sped	up	traces	to	execute	in	12	hours	
Ø  Ran	synthe2c	applica2ons	

• Emulated	Testbed	
Ø  Emulates	the	output	of	SGE	commands	
Ø  Invisible	to	the	VCM	that	is	using	SGE	
Ø  Trace-driven		
Ø  Facilitates	fast,	large	scale	tests	

• Real	batch	traces	
Ø  Architecture,	BioGeometry,	and	Systems	groups	
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Live	Test	
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Architecture	Vcluster	
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Emula2on	Architecture	

COD	
Manager	

Each	Epoch	
1.   Call	resize	module	
2.   Pushes	emulaSon	forward	one	epoch	
3.   qstat	returns	new	state	of	cluster	
4.   add_node	and	remove_node	alter	

emulator	

XML-RPC		
Interface	

VCM	

VCM	

VCM	

Emulator	
Emulated	GridEngine	

FrontEnd	

qstat	

Trace	
Trace	
Trace	

Load	Genera2on	

Architecture	
Systems	

BioGeometry	

COD	Manager	and	VCM	are	
unmodified	from	real	system	

Provisioning	
Policy	
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Minimum	Reserva2on	Policy	
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Emula2on	Results	
• Minimum	Reserva2on	Policy 		

Ø Example	policy	change		
Ø Removed	starva2on	problem	

• Scalability	
Ø Ran	same	experiment	with	1000	nodes	in	42	minutes	
making	all	node	transi2ons	that	would	have	occurred	
in	33	days	

Ø There	were	3.7	node	transi2ons	per	second	resul2ng	
in	approximately	37	database	accesses	per	second.			

Ø Database	scalable	to	large	clusters	
Oct	11,	2017	 Sprenkle	-	CSCI325	 45	

Related	Work	

• Cluster	Management	
Ø NOW,	Beowulf,	Millennium,	Rocks	
Ø Homogenous	sovware	environment	for	specific	
applica2ons	

• Automated	Server	Management	
Ø  IBM’s	Oceano	and	Emulab	
Ø Target	specific	applica2ons	(Web	services,	Network	
Emula2on)	

• Grid	
Ø COD	can	support	GARA	for	reserva2ons	
Ø SNAP	combines	SLAs	of	resource	components	

•  COD	controls	resources	directly 		
Oct	11,	2017	 Sprenkle	-	CSCI325	 46	
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Future	Work	
• Experiment	with	other	middleware	
• Economic-based	policy	for	batch	jobs	
• Distributed	market	economy	using	vclusters	

Ø Maximize	profit	based	on	u2lity	of	applica2ons	
Ø Trade	resources	between	Web	Services,	Grid	
Services,	batch	schedulers,	etc.	

Oct	11,	2017	 Sprenkle	-	CSCI325	 47	

Conclusion	
• No	change	to	GridEngine	middleware	
•  Important	for	Grid	services	

Ø Isolates	grid	resources	from	local	resources	
Ø Enables	policy-based	resource	provisioning	

• Policies	are	pluggable	
• Prototype	system		

Ø Sun	GridEngine	as	middleware	
• Emulated	system	

Ø Enables	fast,	large-scale	tests	
Ø Test	policy	and	scalability	

Oct	11,	2017	 Sprenkle	-	CSCI325	 48	
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Example	Epoch	

GridEngine	

Architecture	
Nodes	

Systems	
Nodes	

BioGeometry	
Nodes	

COD	
Manager	

Sun	GridEngine	Batch	Pools	
within	

Three	Isolated	Vclusters	

VCM	

VCM	

VCM	

GridEngine	

GridEngine	

2a.	qstat	

2b.	qstat	

2c.	qstat	

1abc.resize	

3a.nothing	

3c.remove	

3b.request	

5.		Make	AllocaSons	
Update	Database	
Configure	nodes	

4,6.	Format	and	
Forward	
requests	

7c.remove_node	

7b.add_node	

8c.	qconf	remove_host  

8b.	qconf	add_host		

Node	reallocaSon	

Oct	11,	2017	 Sprenkle	-	CSCI325	 49	

New	Cluster	Management	Architecture	
• Cluster-On-Demand	

Ø Secure	isola2on	of	mul2ple	user	communi2es	
Ø Custom	sovware	environments	
Ø Dynamic	policy-based	resource	provisioning	
Ø Acts	as	a	Grid	Site	Manager	

• Virtual	clusters	
Ø Host	different	user	groups	and	sovware	
environments	in	isolated	par22ons	

Ø Virtual	Cluster	Manager	(VCM)	
• Coordinates	between	local	and	global	clusters	

Oct	11,	2017	 Sprenkle	-	CSCI325	 50	
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Dynamic	Virtual	Clusters	

• Varying	demand	over	2me	
Ø Nego2ate	resource	provisioning	by	interfacing	with	
applica2on	specific	service	manager 		

Ø Logic	for	monitering	load	and	changing	membership	
• Fundamental	for	the	next-genera2on	grid	

Ø COD	controls	local	resources	
Ø Exports	a	resource	nego2a2on	interface	to	local	grid	
service	middleware	

Ø Vclusters	encapsulate	batch	schedulers,	Web	services,	
Grid	Services	

Ø No	need	to	place	more	complicated	resource	
management	into	grid	service	middleware	

Oct	11,	2017	 Sprenkle	-	CSCI325	 51	

Resource	Nego2a2on	
• Flexible,	extensible	policies	for	resource	
management	

• Secure	Highly	Available	Resource	Peering	
(SHARP)	
Ø Secure	external	control	of	site	resources	
Ø Sov-state	reserva2ons	of	resource	shares	for	specific	
2me	intervals	

• COD	Manager	and	VCM	communicate	through	
XML-RPC	interface	

Oct	11,	2017	 Sprenkle	-	CSCI325	 52	
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Cluster-On-Demand	(COD)	

COD	

Web	
Services	

VCM	

VCM	

DHCP	

DNS	

NIS	
NFS	

COD	database	
(templates,	status)	

Differences:	
• 	OS	(Windows,	Linux)	
• 	A^ached	File	Systems	
• 	Applica2ons	
• 	User	accounts	

Goals	 		
• 	Explore	virtual	cluster	provisioning		
• 	Middleware	integraSon	(feasibility,	impact)	
	
Non-goals	
• 	Mechanism	for	managing	and	switching	configuraSons	

Clients	

Clients	

Batch	
Scheduler	

Oct	11,	2017	 Sprenkle	-	CSCI325	 53	

Example	Node	Reconfigura2on	
1.  Node comes online  
2.  DHCP queries status from 

database 
3.  If new config—loads minimum 

trampoline OS PXELinux 
1.  Generic x86 Linux kernel 

and RAM-based root file 
system 

4.  Sends summary of hardware to 
confd 

5.  Confd directs trampoline to 
partition drives and install images 
(from database) 

6.  COD assigns IP addresses within 
a subnet for each vcluster 
1.  Vcluster occupies private 

DNS domain (MyDNS) 
2.  Executes within 

predefined NIS domain, 
enables access for user 
identities  

3.  COD exports NFS file 
storage volumes  
1.  Nodes obtain NFS 

mount map 
through NIS 

7.  Web Interface 

Differences:	
• 	OS	(Windows,	Linux)	
• 	A^ached	File	Systems	
• 	Applica2ons	
• 	User	accounts	
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System	Architecture	

GridEngine	

Architecture	
Nodes	

Systems	
Nodes	

BioGeometry	
Nodes	

COD	
Manager	

Sun	GridEngine	Batch	Pools	
within	

Three	Isolated	Vclusters	

XML-RPC		
Interface	

Local	Provisioning	
Policy	Global	Provisioning	

Policy	
VCM	

VCM	

VCM	

GridEngine	

GridEngine	

Middleware	
Layer	

add_nodes	
remove_nodes	
resize		

qconf	
qstat	
qsub	

GridEngine		
Commands	

Node	realloca2on	

 Load	from	users	

Load	from	users	
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Where	are	they	now?	
Jeff	Chase		
• Professor,	Duke	University	
• Author	of	“Welcome	to	the	
Machine”	

• Current	Research:	cloud	
compu2ng	
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Where	are	they	now?	
Laura	Grit	
• Senior	principal	
technical	program	
manager	at	Amazon	in	
Sea^le	
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Where	are	they	now?	
David	Irwin	
• Assistant	Professor	at	
UMass	–	Amherst	

• Ph.D.	Disserta2on:	“An	
Opera2ng	System	
Architecture	for	
Networked	Server	
Infrastructure”	

• Sustainable	Compu2ng	
Lab	
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Where	are	they	now?	
Jus2n	Moore	

• Senior	Sovware	Engineer	
at	Google	in	DC	

• Ph.D.	Disserta2on:	
“Automated	Cost-Aware	
Data	Center	
Management”	

•  “Making	Scheduling	
‘Cool’:		
Temperature-Aware	
Workload	Placement	in	
Data	Centers”	

• At	Google:	Elec2on-
related	sovware	
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Looking	Ahead	
• Preliminary	Bookstore	deadline	next	Monday	
• Read	CoDeeN	paper	by	Monday	midnight	
• Monday	–	Lucy	Simko,	guest	speaker	
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